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Les modèles de la TA traitent généralement les phrases de manière isolée et rejettent toute information contextuelle qui dépasserait les limites de la phrase (Tiedemann et Scherrer 2017), même si la TAN prend désormais en compte le contexte interphrastique (Voita *et al* 2019). Malgré les récents progrès de l'intelligence artificielle les traducteurs humains continuent de surpasser la TA pour les tâches suivantes :

a) l'identification des référents dans l'anaphore (en particulier de type interphrastique) ;

b) la résolution de l'ambiguïté sémantique générée par la polysémie ou l'homonymie ;

c) la résolution des ambiguïtés syntaxiques qui ne peuvent être résolues par des méthodes statistiques (Maniez 2020).

Dans la prose scientifique, la première tâche pose peu de problèmes à la TA en raison notamment de l’absence de contraintes stylistiques qui empêcheraient la répétition (ce qui limite les cas d'anaphore). La prose journalistique est cependant plus riche en anaphores et en ellipses et peut donc provoquer davantage d’erreurs en TA.

A partir d’un corpus constitué de textes journalistiques traduits en 2016, 2019 et 2021 par les programmes de TA en ligne des sites Google Translate et DeepL, nous analysons l’évolution de la qualité des traductions proposées par ces deux programmes de l’anglais vers l’espagnol, le français et l’italien, notamment pour le traitement de l’ellipse intraphrastique et interphrastique et celui des ambiguïtés catégorielles. Nous examinons entre autres les cas où l’ellipse interphrastique implique la répétition partielle d’un terme complexe (*legal challenge*: recours en justice, impugnación legal), qui entraîne une traduction littérale erronée (*challenge*: défi, desafio) comme dans l’exemple suivant :

*A High Court* ***legal challenge*** *against Brexit will enter its second day on Monday […]. The* ***challenge*** *will hear whether Theresa May has the power to take the UK out of the EU without MPs voting on it.*

Nos résultats font apparaître un saut qualitatif entre la TA statistique et la TAN, ainsi qu’une sensible amélioration des résultats de la TAN au cours des deux dernières années.
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